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Overview

* Harm claim thresholds (HCTs) are expressed in terms of
measurable criteria on interference, e.g. in terms of field
strength

* HCTs enable regulators to specify the interference environment
in which a wireless system is expected to operate

* Observations (modeling and/or measurements) play a critical
role for enforcement and initial design of HCTs

* |n this work we make a first comprehensive proposal for how
spectrum measurements should be treated for these purposes



Harm Claim Thresholds (HCTs) in Brief

* Answer to: “Is there harmful interference, and who
should fix it?”

* Explicit, up-front statement of the interference that
systems need to tolerate before operators can bring a
harmful interference claim

— Engineering proxy for the legal construct “harmful
interference”

* Incorporates receivers into regulation without using
receiver standards



HCT in practice
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Design Objectives

» Straightforward to specify at a high level in rules, e.g. a
small number of technology- and service-neutral parameters

* Relatively easy to accommodate new technologies, e.g. by
updating regulatory bulletins not changing rules

* Easy to understand and apply, and in particular should not
require sophisticated knowledge of statistics

— Contain as few parameters as possible

— Based on ex ante stratification distances rather than estimates
derived in the course of a continuous drive test

— Enable simple estimation and planning of measurements



Motivation — Pitfalls of Naive Analysis

 Let’s consider a test drive  10000-
ina 10 km x 10 km square
as shown on the right

!/

75007 dB(uV/m)

per MHz

40

&
~
-

4

&
' ““;""ﬁuu<( (-

* Naive analysis would
take all the 7266 data,

compute the percentile, »! Iso
20
2500 I WD 10

5000

y—coordinate [ m ]

and find high statistical
confidence ' S
— C.l.length<1dB =

EORES) ) ) DN

¢ But hOW reliable are 0 2500 5000 7500 10000
the obtained conclusions? x—coordinate [ m ]



Motivation — Pitfalls of Naive Analysis

* The stated statistical confidence is grossly overestimated, caused
by treating all 7266 measurements as independent samples

* However, nearby drive test measurements are always heavily
correlated, significantly reducing the amount of information they
convey about the underlying field strength

* Therefore the “true” number of measurements is much lower

* Further, the measurements are not representative is what an
interfered user would be likely to see, as they are obtained in a
rural highway environment with low population density

* Overall, in our example these effects result in close to 10 dB error



Our Proposal

* To remedy these problems we suggest to use two well-
known statistical technigues when analyzing drive test data

* Stratification is used to remove correlated measurement
points, enabling fair estimation of statistical confidence

* Weighting helps to ensure representativeness of

measurements, giving more value to samples collected from
where users are expected to be

* Results in a substantially simpler scheme than state-of-the-
art statistical approaches, at the cost of fewer usable data



Revisiting the Drive Test Data
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Application to a Denser Drive
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Implementing Stratification
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Choosing the Stratification Distance, d.

126 (asymptotic value)

 Selection of d a crucial

choice
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— Calculate semivariogram y(r)
for all pairsin binsr = A

— Fit parametric model
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Considerations on Weighting

* Population density including working time effects (e.g.
the ORNL LandScan database) seems like the natural
candidate for many wireless services

 However, for services such as aeronautical radars,
emergency and military radios, etc. this should be
replaced with corresponding receiver density estimates

* Again, choice of weighting should be part of the
regulations, and clear for all involved stakeholders
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Stratification as Prerequisite for Weighting

* Applying weighting becomes
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Trade-Offs in HCT Parameter Choices
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Trade-Offs in HCT Parameter Choices
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Determining HCT Thresholds from Measurements
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* Key issue is representativeness of measurements: avoid
underweighted regions that under-estimate field strengths

* So: add lowest allowable sum weight as additional criterion for
admissibility of a test drive

— Probably not needed for enforcement as bias is downwards
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What the Regulator Needs to Specify

Category Parameters Examples

HCT policy Frequency band 2 GHz
Percentile of field strength 95th
Field strength threshold 50 dB(uV/m) per MHz
Confidence level 95% (v = 0.05)

Measurement  Stratification procedure Grid-based

procedure Weighting method Population weighting
Submission of drive data Complete without gaps
Responsibility for processing  Claimant
Requirements on equipment Standard drive test

Derivation Allowed methodologies Measurements or

of dg data from planning tools

Threshold semivariance
/ autocorrelation
Flexibility in model choice

Half of saturation value
(or correlation < 0.5)
Exponential only




What the Regulator Needs to Specify

Regulator may wish to separate parameter families

— high-level, unchanging requirements, e.g. broad policy
requirements like field strength, percentile and C.L.

— more detailed and dynamic low-level specifications, e.g.
stratification distances, measurement methodologies

High-level parameters in regulation

* Low-level parameters in guidance documents
— From regulator (e.g. FCC OET Bulletins, cf. E911)
— Delegated to standards bodies (e.g. ETSI guidance on
implementing EU Radio Equipment Directive)

* Parties could seek waivers, e.g. to reduce stratification
distance when cell densification occurs
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Summary and Conclusions

* Measurements play a critical role for enforcement of HCTs,
and also for their initial design

* We propose a simple but effective method for processing
measurement data to avoid pitfalls of naive statistical analysis

* Key ingredients in our approach are stratification and
weighting to ensure fair estimation of statistical confidence
and representativeness of the measurements

 Same method can be applied beyond HCT enforcement, e.g.
for processing of drive test data from cellular networks
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Questions for the Audience

* Other cases where measuring RF environment rather than
device behavior might be useful?

* Are there other regulatory measurement problems where our
pragmatic simplification could be applied?

— Could this help in SAS-managed bands, e.g. enforcing Reception Limits
on PALs in 3.5 GHz?

* How could this measurement protocol be gamed?
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Field Strength CCDF — Naive Statistical Approach
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Field Strength CCDF — Our Method
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